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CHINESE MACHINE READING 
COMPREHENSION



INTRODUCTION

• To comprehend human language is essential in A.I. 

• Machine Reading Comprehension has been a trending topic in NLP research
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INTRODUCTION

• Machine Reading Comprehension (MRC) 
• Read and comprehend passage(s) and answer relevant questions 

• Type of MRC Datasets 
• Cloze-style: CNN/DailyMail (Hermann et al., 2015), CBT (Hill et al., 2015), PD&CFT (Cui et al., 2016) 

• Span-extraction: SQuAD (Rajpurkar et al., 2016), CMRC 2018 (Cui et al., 2019) 

• Multi-choice: MCTest (Richardson et al., 2013), RACE (Lai et al., 2017), C3 (Sun et al., 2020) 

• Conversational: CoQA (Reddy et al., 2018), QuAC (Choi et al., 2018) 

• Multi-hop: HotpotQA (Yang et al., 2018)  

• Multi-modal: VCR (Zellers et al., 2019) 

• ……
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CHINESE MRC

• Our efforts in Chinese MRC  

• Cloze-style MRC 

• PD&CFT (Cui et al., COLING 2016), CMRC 2017 (Cui et al., LREC 2018) 

• Span-Extraction MRC 

• CMRC 2018 (Cui et al., EMNLP 2019) 

• Sentence-cloze MRC 

• CMRC 2019 (Cui et al., COLING 2020)
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PD&CFT / CMRC 2017

• Two cloze-style Chinese MRC datasets 
• PD&CFT: First Chinese cloze-style MRC dataset 

• We also created a new dataset for the first evaluation workshop on Chinese MRC (CMRC 2017)
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[Cui et al., COLING 2016] Consensus Attention-based Neural Networks for Chinese Reading Comprehension 
[Cui et al., LREC 2018] Dataset for the First Evaluation on Chinese Machine Reading Comprehension

1  |||  People Daily (Jan 1). According to report of “New York Times”, the Wall Street stock market continued to rise 
as the global stock market in the last day of 2013, ending with the highest record or near record of this year.  
2  |||  “New York times” reported that the S&P 500 index rose 29.6% this year, which is the largest increase since 
1997.  
3  |||  Dow Jones industrial average index rose 26.5%, which is the largest increase since 1996.  
4  ||| NASDAQ rose 38.3%. 
5  ||| In terms of December 31, due to the prospects in employment and possible acceleration of economy next year, 
there is a rising confidence in consumers.  
6  ||| As reported by Business Association report, consumer confidence rose to 78.1 in December, significantly higher 
than 72 in November. 
7  ||| Also as “Wall Street journal” reported that 2013 is the best U.S. stock market since 1995. 
8  ||| In this year, to chase the “silly money” is the most wise way to invest in U.S. stock. 
9  ||| The so-called “silly money” XXXXX is that, to buy and hold the common combination of U.S. stock. 
10 ||| This strategy is better than other complex investment methods, such as hedge funds and the methods 
adopted by other professional investors.

The so-called “silly money” XXXXX is that, to buy and hold the common combination of U.S. stock.

Passage

Question

strategy
Answer
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CMRC 2018

• A Span-Extraction Dataset for Chinese MRC 
• Similar to SQuAD, CMRC 2018 is a span-extraction Chinese MRC dataset (~18K questions) 

• We also propose a challenging set that is composed of hard questions, which need comprehensive 
reasoning over multiple sentences
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CMRC 2018

• Latest Submissions 
• Most recent submissions are based on powerful pre-trained language models, such as MacBERT 

• Top systems are about to reach the human performance on the normal test set 

• However, there is still a large gap (~30%) to human on the challenge set
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[Cui et al., EMNLP 2019] A Span-Extraction Dataset for Chinese Machine Reading Comprehension
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CMRC 2019

• A Sentence Cloze Dataset for Chinese MRC 
• We propose sentence cloze task for MRC 

• A natural extension to cloze-style machine reading 
comprehension 

• Instead of filling a word or an entity in the blank, we 
require the machine to fill in the sentence 

• Test the ability of sentence-level inference in MRC 

• Release a challenging Chinese dataset CMRC 2019, 
which consists of 100K blanks 

• State-of-the-art PLMs still lag behind human 
performance on this dataset
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[Cui et al., COLING 2020] A Sentence Cloze Dataset for Chinese Machine Reading Comprehension

Correct order of sentence ID

Fake candidates
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CMRC 2019

• Results 
• Human: ~95% on QAC (Question-level accuracy) and 75~81% on PAC (Passage-level) 

• PLM-based baseline systems achieve high scores on QAC but not on PAC 

• Top submissions adopt data augmentation, ensemble, etc. PAC is still far from human.
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[Cui et al., COLING 2020] A Sentence Cloze Dataset for Chinese Machine Reading Comprehension
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CHINESE PLMS

• Chinese PLM Series 
• Pre-trained language models (PLMs) have become a new  

• To accelerate the Chinese NLP research, we create and open-source a series of Chinese PLMs 

• Including BERT, XLNet, RoBERTa, ELECTRA, MacBERT, etc. 

• With these PLMs, there is a significant boost in MRC performances
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[Cui et al., IEEE/ACM TASLP] Pre-training with Whole Word Masking for Chinese BERT 
[Cui et al., Findings of EMNLP 2020] Revisiting Pre-trained Models for Chinese Natural Language Processing

▲ Results on CMRC 2018 (Simplified Chinese) and DRCD (Traditional Chinese)



MULTILINGUAL & CROSS-LINGUAL MRC



BACKGROUND

• Problem 1: Most of the MRC research is mainly for the English dataset 
• Languages other than English are not well-addressed due to the lack of data
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SQuAD

RACE

CNN / DailyMail

MCTest

MS MARCO

NewsQA

MultiRC

ARC

CBT

QuAC

CoQA

NaturalQuestions
TriviaQA

HotpotQA

DuoRC

DROP

CLOTH

DREAM

…

…

…

PD&CFT

DuReader
CMRC 2017

CMRC 2018

CMRC 2019

WebQA

DRCD

ChID

CJRC

C3

SearchQA
RecipeQA

…

NarrativeQA

SCT

…

…

▲ English MRC Datasets ▲ Chinese MRC Datasets
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BACKGROUND

• Problem 2: Existing Chinese MRC datasets are relatively small 

• Problem 3: Annotating training data is time-consuming and expensive
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High quality but… Time-consuming Expensive
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MULTILINGUAL MRC
• Question 

• Can we use English data to help improve MRC performance in other languages? 
• Solutions 

• Dual BERT (Cui et al., EMNLP 2019) 

• Simultaneously model <Passage, Question> in both source and target language. 

• Promising results on two public Chinese MRC datasets and set new state-of-the-art 
performances, indicating the potentials in CLMRC research 

• WEAM (Word-Exchange Aligning Model) (Yang et al., MRQA 2021) 

• Use statistical alignment matrix to help word aligning in multilingual PLMs 

• Achieves better performance than TLM on MLQA and XNLI
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[Cui et al., EMNLP 2019] Cross-lingual Machine Reading Comprehension
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DUAL BERT

• Overview of Dual BERT
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[Cui et al., EMNLP 2019] Cross-lingual Machine Reading Comprehension

Step1: Create bilingual inputs

Step2: Source 
representation 

generation

Step3: Target 
representation 

generation

Step4: Fusion 
and output
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DUAL BERT

• Step 1: Creating bilingual corpus 
• Use Google Neural Machine Translation (GNMT) to translate <P, Q, A> to the source language 

• Recover translated answer Atrans to an EXACT passage span as the answer in the source language 

• Choose an arbitrary passage span that has the highest F1-score to Atrans 

• Step 2 & 3: Modeling passage and question in both source/target spaces 
• We use multilingual BERT for modeling input passage and question
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[Cui et al., EMNLP 2019] Cross-lingual Machine Reading Comprehension

▲ GNMT performance on NIST MT 02~08 datasets
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DUAL BERT

• Step 4: Fusion and output 
• We use Self-Adaptive Attention (SAA) to create a fused representation 

• An additional dense layer with residual connection 

• Output start/end probabilities and training
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[Cui et al., EMNLP 2019] Cross-lingual Machine Reading Comprehension

Loss for target prediction ↓

↑ Loss for source predictionDynamically determined by the 
similarity between source and 

target span representation
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DUAL BERT
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[Cui et al., EMNLP 2019] Cross-lingual Machine Reading Comprehension

• Results 
• Back-Translation Approaches 

• SimpleMatch → Aligner → Verifier: 
The more information we use, the 
better performance we get 

• Without SQuAD Weights 
• Modeling input in bilingual space 

could substantially improve 
performance 

• With SQuAD Weights 
• Mixed Training > Cascade Training 

• Dual BERT outperforms all baselines
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WEAM

• Bilingual Alignment Pre-training for Zero-shot Cross-lingual Transfer 
• The pre-training tasks of the multilingual LMs can be divided into two groups 

• Training on monolingual data from multiple languages, like Multilingual Masked LM (MMLM) 

• Or on bilingual parallel data, like Translation Language Model (TLM) 

• We propose the Word-Exchange Aligning Model (WEAM) to incorporate word alignment info 

• WEAM consists of a multilingual and a cross-lingual prediction task, trained on parallel corpora. 

• The multilingual prediction task predicts the original masked word in a standard way, while the cross-
lingual task predicts the corresponding word from the representations in the other language. 

• WEAM uses statistical alignment information as prior knowledge to guide the cross-lingual prediction.
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[Yang et al., MRQA 2021] Bilingual Alignment Pre-training for Zero-shot Cross-lingual Transfer
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WEAM

• Overview of Word-Exchange Aligning Model (WEAM)
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[Yang et al., MRQA 2021] Bilingual Alignment Pre-training for Zero-shot Cross-lingual Transfer

Task 1: Multilingual

labellang == representationlang

Task 2: Cross-lingual

labellang ≠ representationlang

Switch source/target representation 
via alignment matrix
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WEAM

• Experiments 
• Pre-training: train from mBERT with Europarl en-es (1.8M), en-de (1.9M), and en-zh (5.1M) data 

• Results 

• Training with bilingual data improves zero-shot performance on es/de/zh 

• Incorporating alignment information could give further improvements to TLM
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[Yang et al., MRQA 2021] Bilingual Alignment Pre-training for Zero-shot Cross-lingual Transfer

▲ Results on MLQA ▲ Results on XNLI
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WEAM

• Visualization of Embeddings 
• Word vectors from mBERT word embeddings layer before and after WEAM pre-training 

• Word pairs are identified by FastAlign 

• After pre-training, most of the word pairs are getting closer
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[Yang et al., MRQA 2021] Bilingual Alignment Pre-training for Zero-shot Cross-lingual Transfer

▲ Before WEAM Pre-training ▲ After WEAM Pre-training
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TOWARDS EXPLAINABLE MRC



EXPLAINABLE MRC
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Can we generate useful explanations in 
an unsupervised way?

How to evaluate the quality of 
explanations?

Passage 
Question 
Answer 

Evidence

MRC  
System

Answer

Evidence

Human Evaluation
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What’s the differences in attention map 
for MRC models?Intrinsic



RDG

• Unsupervised Explanation Generation for Machine Reading Comprehension 
• Deep-learning based MRC systems lack explainability 

• Annotating rationale for MRC data is time-consuming and expensive 

• We propose a self-explainable MRC model: Recursive Dynamic Gating (RDG)
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[Cui et al., 2020] Unsupervised Explanation Generation for Machine Reading Comprehension
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RDG

• Recursive Dynamic Gating (RDG) 
• Reader: Normal MRC system that learns to identify the correct answer 

• Explainer: Learn from Reader and try to find the most important words in the passage  

• Approach: (Soft-)filtering the passage information in each transformer layer
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[Cui et al., 2020] Unsupervised Explanation Generation for Machine Reading Comprehension
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RDG

• Experimental Results on RACE, DREAM, and C3 (zh) 
• Applying RDG achieves better performance than non-explainable MRC systems 

• Explainability comes with no performance cost — Better answer prediction and explainability
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[Cui et al., 2020] Unsupervised Explanation Generation for Machine Reading Comprehension
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RDG
• Quality of Explanation 

• Human evaluation 

• RDG achieves an average score of 4.14 (out of 5), while 
attention achieves 2.26 

• Quantitative evaluation 

• Hypothesis: Good explanation helps humans in question 
answering process 

• Setups: Input generated explanations and the question to 
the model, and compare which system could give higher 
answer accuracy 

• Results: The explanation generated by RDG has better 
accuracy in prediction, suggesting that it has much 
meaningful information
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[Cui et al., 2020] Unsupervised Explanation Generation for Machine Reading Comprehension
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EXPMRC

• ExpMRC: Explainability Evaluation for Machine Reading Comprehension 
• Explainability and interpretability is not well-studied in MRC 

• A new comprehensive benchmark for explainable MRC 

• Propose several unsupervised baselines for ExpMRC
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[Cui et al., 2021] ExpMRC: Explainability Evaluation for Machine Reading Comprehension

Human Annotation 
 and Grading
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EXPMRC
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[Cui et al., 2021] ExpMRC: Explainability Evaluation for Machine Reading Comprehension
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• Dataset Annotation 
• Including four subsets, featuring 

multilingual and multitask settings 

• Annotate a span in the passage 
as the evidence text 

• Principles 

• Not a simple combination of the 
question and answer 

• Encourage multi-sentence 
reasoning

English Chinese

Span-Extraction SQuAD CMRC 2018

Multi-Choice RACE+ C3



EXPMRC

• Unsupervised Baselines 
• Non-learning baselines: Most Similar Sentence (w/ Question), Answer Sentence (SE-MRC only) 

• Machine Learning baselines: Pseudo-training data approach
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[Cui et al., 2021] ExpMRC: Explainability Evaluation for Machine Reading Comprehension
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EXPMRC
• Experimental Results 

• Evaluation Metrics 

• Answer/Evidence/Overall F1 

• Finding evidences for span-extraction 
MRC is easier than multi-choice MRC 

• Using pseudo evidence data for 
training can also improve the 
accuracy of answer prediction 

• Overall, there is still a large gap 
between baselines and human 
performance, especially for multi-
choice MRC settings
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[Cui et al., 2021] ExpMRC: Explainability Evaluation for Machine Reading Comprehension
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ATTENTION IN MRC

• Understanding Attention in Machine Reading Comprehension 
• Should we analyze the attention map as a whole? 

• What’s the differences in attention map for MRC models?
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[Cui et al., 2021] Understanding Attention in Machine Reading Comprehension
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ATTENTION IN MRC

• Attention Zones for MRC 
• Typical input format: [CLS] Question [SEP] Passage [SEP] 

• Divide attention matrix into four zones: Q2, Q2P, P2Q, P2
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[Cui et al., 2021] Understanding Attention in Machine Reading Comprehension
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ATTENTION IN MRC

• Higher Attention Value ≠ Higher Impact on Performance 
• Kovaleva et al. (2019): Higher attention values for special tokens and diagonal elements 

• Let’s remove (mask) those tokens to see if they are important to answer prediction 

• Observation: Not all these tokens are critical to performance
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[Cui et al., 2021] Understanding Attention in Machine Reading Comprehension

38



ATTENTION IN MRC

• High correlation in P2 and P2Q 
• Experiment 1: Removing top-10 attention values in each attention zone 

• Experiment 2: Correlation of masking top-kth attention value and its rank (k) 

• Overall, P2Q and P2 seems to highly correlate with answer prediction
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[Cui et al., 2021] Understanding Attention in Machine Reading Comprehension

SQuAD (en) CMRC 2018 (zh)

Q2 0.624 ± 0.083 -0.316 ± 0.370

Q2P 0.159 ± 0.435 0.134 ± 0.531

P2Q 0.765 ± 0.017 0.778 ± 0.118

P2  0.534 ± 0.216 0.291 ± 0.299

SQuAD (en) CMRC 2018 (zh)

Q2 65.272 58.652

Q2P 79.743 63.324

P2Q 45.790 43.939

P2 78.412 63.175
▲ Exp1: Removing Top-10 attention values ▲ Exp2: Correlation of masking top-kth attention value and its rank
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ATTENTION IN MRC

• Different Patterns for Different PLMs 
• Investigating behaviors of different attention zones in different PLMs (BERT, ELECTRA, ALBERT) 

• P2Q and P2 are the most important attention zones to the performance 

• Large models are more robust than base models (knowledge distributions) 

• Cross-layer parameter sharing (ALBERT) makes it a unique pattern to other PLMs
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[Cui et al., 2021] Understanding Attention in Machine Reading Comprehension
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SUMMARY

• Chinese MRC 
• A series of Chinese MRC datasets and pre-trained language models 

• Multilingual & Cross-lingual MRC 
• DualBERT: Enhance Chinese MRC performance by utilizing English data 

• WEAM: Enhance cross-lingual ability with the knowledge from the alignment matrix 

• Explainable MRC 
• RDG: Extend MRC system with explainable post-hoc explanations 

• ExpMRC: Evaluating explanation extraction for MRC systems 

• Attention in MRC: analyzing attention behavior specifically for MRC tasks
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SUBMISSIONS

• Participate in Our MRC Evaluations 
• Open submissions for CMRC 2018 (zh), CMRC 2019 (zh), and ExpMRC (zh/en)

https://ymcui.com/cmrc2019/ https://ymcui.com/expmrc/ https://ymcui.com/cmrc2018/

MRQA 2021 Invited Talk - Yiming Cui    / 46 Submissions42

https://ymcui.com/cmrc2019/
https://ymcui.com/expmrc/
https://ymcui.com/cmrc2018/


USEFUL RESOURCES

• CMRC 2017 (Cui et al., LREC 2018) 

• https://github.com/ymcui/cmrc2017  

• CMRC 2018 (Cui et al., EMNLP 2019) 

• https://github.com/ymcui/cmrc2018  

• CMRC 2019 (Cui et al., COLING 2020) 

• https://github.com/ymcui/cmrc2019  

• ExpMRC (Cui et al., 2021) 

• https://github.com/ymcui/expmrc 
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• Chinese PLMs: BERT-wwm, RoBERTa, XLNet, 
ELECTRA, MacBERT (Cui et al., IEEE/ACM 
TASLP, Findings of EMNLP 2020) 

• https://github.com/ymcui/Chinese-BERT-
wwm  

• https://github.com/ymcui/Chinese-XLNet 

• https://github.com/ymcui/Chinese-ELECTRA 

• https://github.com/ymcui/MacBERT

https://github.com/ymcui/cmrc2017
https://github.com/ymcui/cmrc2018
https://github.com/ymcui/cmrc2019
https://github.com/ymcui/expmrc
https://github.com/ymcui/Chinese-BERT-wwm
https://github.com/ymcui/Chinese-BERT-wwm
https://github.com/ymcui/Chinese-XLNet
https://github.com/ymcui/Chinese-ELECTRA
https://github.com/ymcui/MacBERT


REFERENCES

• Karl Moritz Hermann, Tomas Kocisky, Edward Grefenstette, Lasse Espeholt, Will Kay, Mustafa Suleyman, and Phil Blunsom. 2015. Teaching machines to read and 
comprehend. In NeurIPS 2015. 

• Felix Hill, Antoine Bordes, Sumit Chopra, and Jason Weston. 2015. The goldilocks principle: Reading children’s books with explicit memory representations. arXiv preprint 
arXiv:1511.02301. 

• Pranav Rajpurkar, Jian Zhang, Konstantin Lopyrev, and Percy Liang. 2016. Squad: 100,000+ questions for machine comprehension of text. In EMNLP 2016. 

• Yiming Cui, Ting Liu, Wanxiang Che, Li Xiao, Zhipeng Chen, Wentao Ma, Shijin Wang, and Guoping Hu. 2019. A span-extraction dataset for Chinese machine reading 
comprehension. In EMNLP-IJCNLP 2019. 

• Matthew Richardson, Christopher JC Burges, and Erin Renshaw. 2013. MCTest: A challenge dataset for the open-domain machine comprehension of text. In EMNLP 2013. 

• Guokun Lai, Qizhe Xie, Hanxiao Liu, Yiming Yang, and Eduard Hovy. 2017. Race: Large-scale reading comprehension dataset from examinations. In EMNLP 2017. 

• Kai Sun, Dian Yu, Dong Yu, and Claire Cardie. 2020. Investigating Prior Knowledge for Challenging Chinese Machine Reading Comprehension. In TACL. 

• Siva Reddy, Danqi Chen, and Christopher D Manning. 2019. Coqa: A conversational question answering challenge. Transactions of the Association for Computational 
Linguistics, 7:249–266. 

• Chih Chieh Shao, Trois Liu, Yuting Lai, Yiying Tseng, and Sam Tsai. 2018. DRCD: a Chinese machine reading comprehension dataset. arXiv preprint arXiv:1806.00920. 

• Eunsol Choi, He He, Mohit Iyyer, Mark Yatskar, Wen-tau Yih, Yejin Choi, Percy Liang, and Luke Zettlemoyer. 2018. QuAC: Question answering in context. In EMNLP 2018. 

• Zhilin Yang, Peng Qi, Saizheng Zhang, Yoshua Bengio, William Cohen, Ruslan Salakhutdinov, and Christopher D. Manning. 2018. HotpotQA: A dataset for diverse, 
explainable multi-hop question answering. In EMNLP 2018. 

• Kovaleva, O.; Romanov, A.; Rogers, A.; and Rumshisky, A. 2019. Revealing the Dark Secrets of BERT. In EMNLP 2019.

MRQA 2021 Invited Talk - Yiming Cui    / 46 References44



REFERENCES

• Rowan Zellers, Yonatan Bisk, Ali Farhadi, Yejin Choi. 2019. From Recognition to Cognition: Visual Commonsense Reasoning. In CVPR 2019. 

• Yiming Cui, Ting Liu, Zhipeng Chen, Shijin Wang, and Guoping Hu. 2016. Consensus attention-based neural networks for Chinese reading comprehension. In Proceedings 
of COLING 2016. 

• Yiming Cui, Ting Liu, Zhipeng Chen, Wentao Ma, Shijin Wang, and Guoping Hu. 2018. Dataset for the first evaluation on Chinese machine reading comprehension. In 
Proceedings of the Eleventh International Conference on Language Resources and Evaluation (LREC 2018), pages 2721–2725, Paris, France, may. European Language 
Resources Association (ELRA). 

• Yiming Cui, Ting Liu, Ziqing Yang, Zhipeng Chen, Wentao Ma, Wanxiang Che, Shijin Wang, Guoping Hu. 2020. A Sentence Cloze Dataset for Chinese Machine Reading 
Comprehension. In COLING 2020. 

• Yiming Cui, Wanxiang Che, Ting Liu, Bing Qin, Ziqing Yang. 2019. Pre-training with whole word masking for Chinese BERT. In IEEE/ACM TASLP. 

• Yiming Cui, Wanxiang Che, Ting Liu, Bing Qin, Shijin Wang, and Guoping Hu. 2020. Revisiting pre-trained models for Chinese natural language processing. Findings of 
EMNLP 2020. 

• Yiming Cui, Wanxiang Che, Ting Liu, Bing Qin, Shijin Wang, Guoping Hu. 2019. Cross-Lingual Machine Reading Comprehension. In EMNLP 2019. 

• Ziqing Yang, Wentao Ma, Yiming Cui, Jiani Ye, Wanxiang Che, Shijin Wang. Bilingual Alignment Pre-training for Zero-shot Cross-lingual Transfer. In MRQA 2021. 

• Yiming Cui, Ting Liu, Shijin Wang, Guoping Hu. 2020. Unsupervised Explanation Generation for Machine Reading Comprehension. In arXiv pre-print: 2011.06737. 

• Yiming Cui, Wei-Nan Zhang, Wanxiang Che, Ting Liu, Zhigang Chen. 2021. Understanding Attention in Machine Reading Comprehension. In arXiv pre-print: 2108.11574. 

• Yiming Cui, Ting Liu, Wanxiang Che, Zhigang Chen, Shijin Wang. 2021. ExpMRC: Explainability Evaluation for Machine Reading Comprehension. In arXiv pre-print: 
2105.04126.

MRQA 2021 Invited Talk - Yiming Cui    / 46 References45



THANK YOU ! 

me@ymcui.com

https://github.com/ymcui

https://ymcui.com

https://github.com/ymcui
https://ymcui.com

