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LEXICALIZED RM

• Lexicalized Reordering Model

– The most widely used RM

– Given source and target sentence f,e and 

phrase alignment a
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LEXICALIZED RM

• Lexicalized Reordering Model

– orientation type o: LR, MSD, MSLR

– Take MSD type for e.g., it can be defined as
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LEXICALIZED RM

• Lexicalized Reordering Model
– Some researcher also suggested that by including both current 

and previous phrase pairs into condition, can improve accuracy 

(Li et al., 2014)
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LSTM NEURAL RM

• Why RNN?

– RNNs are capable to learn sequential problems

– It is natural to use RNNs to include much more
history to predict next word’s orientation (reordering)

– Further by utilizing LSTM, RNNs are able to capture 
long-time dependency, and solve “Gradient 
Vanishing” problem (Bengio, 1997)
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LSTM NEURAL RM

• Training data
processing

– Given source and
target sentence pair
and alignment
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LSTM NEURAL RM

• Training Data Processing: Example
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LSTM NEURAL RM

• History Extended Reordering Model
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Proposed model



LSTM NEURAL RM

• LSTM NRM Architecture
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EXPERIMENT

• Setups

– NIST OpenMT12 ZH-EN and AR-EN Task

– Apply RNNRM into N-best rescoring step

– Results are average with 5 runs (Clark et al.,

2011)

– Neural params: hidden units 100,
SGD(alpha=0.01), source-vocab 100k, target-

vocab 50k
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EXPERIMENT

• Results on different

orientation types

• All results are significantly
better than each baseline,
using paired bootstrap
resampling method
(Koehn, 2004)
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EXPERIMENT

• Results on different reordering baselines
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RELATED WORK

• Neural network based approach has been widely

applied into SMT field

– LM: NNLM(Bengio et al., 2003), RNNLM(Mikolov et 
al., 2011)

– TM: NNJM(Devlin et al., 2014), 
RNNTM(Sundermeyer et al., 2014)

– RM: RAE classification method (Li et al., 2014)
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• Conclusion
– propose a purely lexicalized neural reordering model
– support different orientation types: LR/MSD/MSLR
– Easily integrate into rescoring & outperform baseline

systems
• Future Work

– Dissolve much more ambiguities and improve
reordering accuracy by introducing phrase-based

– Apply NRM into NMT
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