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Oxygen

The Stanford Question Answering Dataset

In the meantime, on August 1, 1774, an experiment conducted by the British
clergyman Joseph Priestley focused sunlight on mercuric oxide (HgO) inside a
glass tube, which liberated a gas he named "dephlogisticated air". He noted that
candles burned brighter in the gas and that a mouse was more active and lived
longer while breathing it. After breathing the gas himself, he wrote: "The feeling
of it to my lungs was not sensibly different from that of common air, but | fancied
that my breast felt peculiarly light and easy for some time afterwards." Priestley
published his findings in 1775 in a paper titled "An Account of Further
Discoveries in Air" which was included in the second volume of his book titled
Experiments and Observations on Different Kinds of Air. Because he published
his findings first, Priestley is usually given priority in the discovery.

Why is Priestley usually given credit for being first to discover oxygen?
Ground Truth Answers: published his findings first he published his
findings first he published his findings first he published his findings
first Because he published his findings first
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Passage:

Is it important to have breakfast every day? A short time ago, a test was given in the United States. People of
different ages, from 12 to 83, were asked to have a test. During the test, these people were given all kinds of
breakfast, and sometimes they got no breakfast at all. Scientists wanted to see how well their bodies worked af-
ter eating different kinds of breakfast.

The results show that if a person eats a right breakfast, he or she will work better than if he or she has no break-

fast. If a student has fruit. eggs. bread and milk before going to school. he or she will learn more quickly and

listen more carefully in class. Some people think it will help you lose weight if you have no breakfast. But the

result is opposite to what they think. This is because people become so hungry at noon that they eat too much

for lunch. They will gain weight instead of losing it.

Question: What do the results show?

A) They show that breakfast has affected on work and studies.

B) The results show that breakfast has little to do with a person's work.

C) The results show that a person will work better if he only has fruit and milk.

D) They show that girl students should have less for breakfast.
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